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Abstract

God-like interaction is a metaphor for improved
communication of situational and navigational infor-
mation between outdoor users, equipped with mo-
bile augmented reality systems, and indoor users,
equipped with tabletop projector display systems.
This paper presents the results of a user evaluation
that explores user experience to a subset of the god-
like interaction metaphor. The tasks performed by
the participants were designed around known prob-
lems in the AR community. The results of the eval-
uation are intended to help define the boundaries in
which the god-like interaction metaphor is practical
for communication of navigational and situational in-
formation. This paper reports the findings of the eval-
uation as well as recommendations for further devel-
opment of the interaction metaphor.

Keywords: Outdoor Augmented Reality, 3D recon-
struction, user study, god-like interaction metaphor,
remote communication.

1 Introduction

Previously we presented god-like interaction (Stafford
et al., 2006) as an interaction metaphor for improved
communication between people located indoors, us-
ing a 3D reconstruction table system, and people lo-
cated outdoors using an outdoor augmented reality
(AR) system. The system enables users indoors to
use their hands and physical props to provide navi-
gational and situational information to users working
remotely outdoors. Users’ hands and physical props
are captured by a number of cameras around the edge
of the table. This imagery is sent to the person out-
side. Using an outdoor AR system they see the im-
agery anchored to a real world location (see Figure 1).
The capabilities of this system enable a wide range of
intuitive interactions to be used to communicate situ-
ational and navigation information, some more help-
ful than others.

Initial studies are required to quantify how un-
derstandable the visual information is to the outside
user. This paper presents an evaluation of a subset
of the god-like interaction metaphor. The goal of this
evaluation is to improve our understanding of user
comprehension of imagery and intentions presented
in an outdoor AR context. The tasks of the study
are based on known difficulties in the AR field, such
as depth perception and 3D reconstruction from a
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Figure 1: The area that the evaluation was performed
in. The hand has been added to the image to indicate
the area where the objects typically appeared and
approximately what it looks like.

small number of view points, to gauge the impact of
the limitations on our metaphor. The limitations can
then be addressed to improve overall acceptability of
this interaction metaphor. This evaluation is primar-
ily qualitative in nature as participant feedback and
responses to open ended questions provide the source
of most of the results.

Outdoor AR studies are few in number (Thomas
et al., 2002; Cheok et al., 2004; Wither and Hollerer,
2004, 2005; Avery et al., 2006). They are technically
challenging. Without quality hardware systems it is
difficult to accurately determine user location and ori-
entation, two elements critical for rendering realistic
augmented scenes. If these technical challenges are
not addressed the user experience is poor. Systems
for running outdoor AR applications require a signif-
icant amount of complex hardware but also need to
be light enough so that users can move freely without
discomfort

This paper presents an overview of god-like inter-
action and studies in outdoor AR in Section 2. The
evaluation that we undertook is presented in Section 3
with the results in Section 4. A conclusion and future
work is presented in Section 5.

2 Background

Computer supported cooperative work in the form
of remote sensing has been around from some time.
With these systems remote workers can be instructed
to perform tasks by an expert in situations where it
is impractical for the expert to be physically present
at the site of interest. SharedView (Kuzuoka, 1992)



is a system that attempts to convey social interac-
tion cues such as gestures. The remote worker wears
a camera mounted on a helmet so that the expert
can see what the remote worker sees. The expert
can point to items of interest on a display, the ges-
tures are captured by another camera and sent to the
remote worker. The gestures are displayed to the re-
mote worker on a head mounted display (HMD) such
that they can effectively see what the expert is point-
ing at. This system was shown to be more effective
that using voice alone.

A similar system, Netman (Bauer et al., 1998)
was later developed that also incorporated an HMD
and camera worn by a remote user such that an ex-
pert could monitor their work from a distant location.
This system also enables remote users to interact with
a database to extract information about the area of
interest. Experts can push documents to the remote
worker that are of relevance to create a conversational
context.

The MARS test bed (Hollerer et al., 1999) enabled
remote workers to work in an outdoor environment.
The system also has an emphasis on interaction with
information that is spatially registered. Indoor ex-
perts can work with a 3D model to generate content
that is registered to GPS coordinates. By tracking the
remote workers head movements with an orientation
sensor and monitoring their position with a GPS sys-
tem the spatial information appears to be anchored
to real world locations.

Of increasing focus is the role of the display de-
vices used by the expert in the remote sensing sce-
nario. Large displays are frequently used in a hori-
zontal orientation to give the expert a bird’s eye view
of the situation in which the remote workers are in
(Krum et al., 2002; Kurata et al., 2005). This sit-
uational visualisation research has shifted the focus
from the interaction between the remote worker and
the expert to the interaction between the expert and
the visualisation system.

The goal of our god-like interaction is to present
users with a metaphor for interacting with our system
rather than a detailed list of many specific ways that
it can be operated. By explaining the overall concepts
to users, such as how they have assumed a god-like
role and that outdoor people can see and hear every-
thing occurring on the table, we believe users should
be able to operate the system intuitively.

We have previously constructed a system (Stafford
et al., 2006) to enable us to explore this interac-
tion metaphor and to evaluate the effectiveness of the
metaphor for remote communication. This system
previously enabled us to trial a number of prototype
applications including;:

Navigation: Hand gestures such as pointing are
a simple way for people indoors to provide naviga-
tional or situational information to people working
outdoors. Indoor users can simply point to a loca-
tion on a map and speak a verbal command. The
indoor user’s hand is rendered at the corresponding
physical location for users outdoors. Indoor users can
also point and drag their fingers to indicate a path to
follow or a boundary to avoid crossing.

Augmented Post-It notes: Indoors users can
write information on Post-It notes and stick them to
the surface of props and place them on the table. The
quality of the reconstruction is such that hand written
notes are legible to people outside. An important
part of this technique is that no input devices such
as keyboards or mice are required to implement this
functionality, and instead standard office supplies are
used as in daily life.

Relocation: Allows the system to be able to op-
erate over a large region even though the working vol-
ume for object capture might be quite small. Even

Figure 2: Tabletop display system: Two indoor users
providing navigational information to users outdoors.

if the working volume could be expanded to the en-
tire size of the table, the relocation mechanism is still
useful for when indoor users need to work over a very
large outdoor region, where scaling the needed out-
door region to the size of the table would make it
impractical to view features on the map.

Snapshot: The snapshot feature enables us to
populate a large area with many props even though
we can only use one prop at a time on the table. The
snapshot feature takes the current reconstruction and
makes a copy of all the data needed to reconstruct it
in the future, effectively pausing the copy so that it
appears frozen.

We use Li’s Video-Based Rendering algorithm
(VBR) (Li et al., 2003) to generate a texture mapped
visual hull (Laurentini, 1994) of objects placed onto
the table. It is necessary to separate users’ gestures
from the rest of their bodies, consequently the table-
top device resembles a miniature movie set, as can be
seen in Figure 2. The table has a blue-coloured wall
perimeter, so that props placed onto the table are
easily segmented from the background. A projector
mounted above renders a top-down view of the re-
mote users’ working area onto the table surface. The
cameras are recessed into the surface of the table so
that they are able to only see objects above the plane
of the table surface and unable to see the projected
image.

We use our Tinmith mobile outdoor AR system
(Piekarski and Thomas, 2003b) to provide outdoor
users with an AR view of the world. The existing
modelling software is used as-is, with extra support
added to support the decoding and rendering of real-
time captured objects. We connect the mobile back-
pack system with the indoor tabletop system via an
802.11g wireless network. Using the modelling tech-
niques built into Tinmith (Piekarski and Thomas,
2003a), outdoor users can select the reconstructed ob-
jects and manipulated them. By using two hands a
user can rotate or scale a reconstruction. Relocation
is performed by slaving the location of the reconstruc-
tion to a 3D cursor on the gloves, pinching gestures
move the reconstruction closer or further away.

Outdoor AR gaming is currently the richest source
for studies in the field of outdoor AR. Thomas et al.
(2002) studied the usability and playability of AR-
Quake, an outdoor AR adaptation of the popular
desktop game Quake. In this study the game was
played at a number of discreet locations along Mil-
gram’s Reality-Virtuality continuum (Milgram and



Kishino, 1994). Registration between the real world
and the game world was found to be a significant
problem due to the mismatch between the small field
of view of the HMD and the relatively large field
of view of the game world. Registration mismatch
caused objects to appear closer than they actually
were and some participants described the experience
as uncomfortable. The study also found that virtual
shadows (shadows from virtual object projected onto
the real world) detracted from game-play experience
as they were found to be “annoying”.

More recently virtual shadows have been shown to
improve the feeling presence of a virtual object (Sug-
ano et al., 2003). The authors also showed that ac-
curate shadowing improves three dimensional percep-
tion of the scene. While these experiments were per-
formed indoors with controlled lighting it is likely that
similar effects would be observed outdoors given accu-
rately generated shadows. However rendering shad-
ows accurately outdoors is harder due to constantly
changing lighting conditions. So while more improve-
ments to rendering shadows of virtual objects have
been made (Jacobs et al., 2005; Haller et al., 2003;
Kakuta et al., 2005) to date no one has explored the
use of shadow generation for virtual objects outdoors.

Human Pacman (Cheok et al., 2004) is the first
example of a collaborative outdoor AR game. It is
an outdoor AR adaptation of the arcade game where
players assume the role of Pacman, a ghost or a
“helper”. The authors conducted a study comparing
the enjoyment of the original Pacman to the outdoor
AR version they developed. Results show that partic-
ipants found Human Pacman significantly favourable
to normal Pacman. Sensor drifting was prevalent and
the authors suggest that it reduced the overall enjoy-
ment experienced by the participants.

Avery et al. (2006) conducted a user study to mea-
sure user enjoyment of Sky Invaders 3D, an outdoor
AR game based on the arcade game Space Invaders.
Their study compared the playability of Sky Invaders
3D with a desktop version of the same game. They
found that the outdoor AR version of the game was
significantly more enjoyable and more intuitive to use
compared to the desktop version. The study restricts
its findings to the context of outdoor AR gaming.

Beyond outdoor AR gaming Wither and Hollerer
(2004) compared different input devices for interact-
ing at a distance in outdoor AR. They compared a
Twiddler2 keyboard, a RocketMouse finger trackball,
head orientation with two buttons and head orien-
tation alone. These devices were compared to de-
termine the best device for manipulating a 3D cur-
sor. Their results show that the RocketMouse finger
trackball and the head orientation with two buttons
were equally the fastest. Interestingly, study partici-
pants thought the RocketMouse finger trackball was
significantly faster than the head orientation with two
buttons.

Wither and Hollerer (2005) later conducted a
study comparing several techniques for providing
depth cue for 3D cursor placement in an outdoor AR
context. They found that colour encoded depth mark-
ers reduced distance estimation errors approximately
50%. A top-down view was the most preferred cue
for estimating distance however along with shadow
planes they were not significantly helpful to users for
refining distance estimations.

3 Evaluation

The evaluation took place outside the main building
of the School of Computer and Information Science
in a grassy area seen in Figure 1. Participants wore
the Tinmith system with a video see-through HMD

Figure 3: The six reconstructions shown to the evalu-
ation participants: a small road sign, a pointing hand,
a good luck cat, a can of coke, a flavoured milk carton,
and a jar of Vegemite.

for the entire experiment. The HMD uses I-glasses
SVGA 3D PRO with an SVGA video resolution of
800 x 600, however the HMD is feed via S-Video so
the effective resolution is actually 720 x 576 and the
field of view is 26 degrees. The video to the HMD is
captured by a Point Grey DragonFly camera.

Participants were asked to complete four outdoor
tasks (described below) and a questionnaire. At the
start of each task participants were given some infor-
mation about the task to be performed. For each task
participants were shown a number of reconstructions
and asked a series of questions which were recorded
by the experimenter. Other observations made during
the evaluation were also recorded. After the outdoor
tasks were completed the participants filled in a short
questionnaire about what they had just experienced.

The reconstructions seen by the participants were
all captured using the reconstruction system de-
scribed in (Stafford et al., 2006). The cameras used by
the reconstruction system are Point Grey DragonFlys
capturing at 640 x 240. For this evaluation, all objects
and animations were captured, processed and loaded
onto the Tinmith system offline. This eliminated the
need for a second participant operating the table for
each outdoor participant, reducing the complexity of
the evaluation and ensuring that all outdoor partici-
pants shared the same experience. The remainder of
this section describes the four outdoor tasks and the
questionnaire.

3.1 Recognition

The goal of the recognition task was to determine if
objects constructed using information from only four
cameras was sufficient for participants to easily iden-
tify the object. The objects we used were assorted
props found in and around the lab. Each of the recon-
structions in this task were essentially snap-shotted,
that is, they are frozen in time. During capture each
object was placed facing a particular camera to ob-
tain the best possible reconstruction. Objects not fac-
ing the cameras are often completely unrecognisable
which is primarily an artefact of the small number of



cameras.

During the evaluation participants were sequen-
tially shown six reconstructions (as seen in Figure
3). The reconstructions were displayed on a grassy
area approximately 3 metres from participants’ ini-
tial starting position (as seen in Figure 1). For each
reconstruction, participants were asked what they
thought the object was. Responses were recorded by
the experimenter. The experimenter controlled the
rate at which objects were displayed via a Bluetooth
controller, this meant that participants could walk
around or spend time looking at a particular recon-
struction if they wanted to. At the end of the task
participants were asked if they had any comments
about what they had just seen, and again responses
were recorded by the experimenter.

3.2 Interpretation of Intent

The goal of the interpretation of intent task was to
determine if participants would be able to infer mean-
ing from a short animation of a hand performing an
action. All animations where shown without any cor-
responding audio. The first animation was of a hand
coming out of the sky pointing to a particular loca-
tion - the intended meaning of this action was either
“go to this location” or “there is something interest-
ing at this location”. The second animation, as seen
in Figure 4, was of a fist with the index finger point-
ing out and shaking side to side, like when a parent
scolds a young child. It is intended to be recognisable
as a negative, “no”, “don’t do that” type of action.
The third gesture was a thumbs up gesture, as seen
in Figure 4, intended to convey an affirmative mean-
ing. For each animation, participants were asked to
describe what information they thought the hand was
trying to convey to them. Answers were recorded by
the experimenter.

3.3 Judging Distance

The goal of this task was to determine how technol-
ogy is used for determining distances in an outdoor
AR setting and if users could consistently judge the
distance of the pointing hand when rendered at vari-
ous sizes. Participants were shown the pointing hand
at one of two distances (as seen in Figure 5). The
first was a location 50 metres away from participants’
GPS location. The second was a location 100 metres
from participants’ GPS location. The hand remained
anchored to a location until the next hand was ren-
dered. At each one of these locations three hand sizes
were rendered: 2 metres tall, 5 metres tall or 10 me-
tres tall. Therefore participants were asked to deter-
mine the distance of a total 6 hands. Participants
were not told that different hand sizes would be used.
The order in which the 6 hands were rendered was
previously determined and each participants saw the
hands appear in the same order.

Figure 4: A screen capture of the no, no, no gesture is
shown on the left and on the right is a screen capture
of the thumbs up gesture.

Figure 5: The 6 hands in order of distance from par-
ticipants (as perceived by the participants) they are
(left to right, top to bottom): largest at 50 metres,
medium at 50 metres, largest at 100 metres, medium
at 100 metres, smallest at 50 metres and smallest at
100 metres.

Participants were not told the two distances the
hand would be rendered at. When each hand was
shown participants were asked to determine the dis-
tance in metres. The experimenter noted whether
or not participants moved from their initial location
whilst determining distance to see if they were relying
on any motion cues.

3.4 Locating Objects

The goal of this task was to determine user ability to
locate the hand without any other cues.

The pointing hand was rendered in the AR world
but not in the immediate view of the participant, so
it forced them to look around to locate the hand. The
hand was either located in line with the horizon or at
45 degrees above the horizon. It was rendered at a
location either 45 degrees to their right, 45 degrees
to their left or behind them. Participants were asked
to locate the hand a total of 12 times. In 3 cases the
hand was not being rendered. In 3 cases it was being
rendered at eye level and in 6 cases it was being ren-
dered at 45 degrees up. Some screen captures taken
from the locating tasks can been seen in Figure 6.

Participants were asked to verbally indicate they
had located the hand. Alternatively if they believed
that the hand was not being displayed they were
asked to say this was the case. For each hand, the
participants were timed to determine how long it took
to locate, or work out that it was not being rendered.

3.5 Comfort

The final task of the evaluation was a questionnaire
regarding the wearability of the current outdoor AR
system. The current outdoor AR system we used
is mounted on an army style padded belt. The
HMD, orientation sensor, GPS and video camera are
mounted to a skating helmet and weighs 1.5kg. The
belt holds a 4kg CPU box and a 2kg battery. Partic-
ipants were asked to complete a questionnaire at the



Figure 6: Screen captures from the locating tasks.
Clockwise from top left: the hand amongst some
trees, the hand against a plain sky with good con-
trast, the hand against a sky of low contrast and the
hand in front of a building with a similar colour.

conclusion of the evaluation to determine the physi-
cal demand the belt and helmet placed on their body.
The following questions were asked on a 5-point Lik-
ert scale:

e How aware of the technology were you?

e How aware of the weight of the technology were
you?

e Did you find the field of view of the HMD ade-
quate for the task?

e Did you find the backpack comfortable to wear?

Fourteen parts of the body were identified: neck,
hands, wrists, fingers, elbows, arms, shoulders, back,
waist, legs, knees, ankles, feet and eyes. For each part
participants were asked to rate the level of discomfort
experienced as a result of wearing the system for the
duration of the evaluation. The questionnaire also
had room for participants to specify any other parts
of the body they believed were affected by the system.

4 Results

Twenty-one participants made up of staff and stu-
dents from the School of Computer and Information
Science took part in this evaluation. There were 17
males and 4 females. Just over half of the participants
had had little or no experience with AR. However the
group were highly computer literate with users claim-
ing an average 45.95 hours a week spent interacting
with desktop computers.

4.1 Recognition

Participants were generally able to correctly identify
the objects (see Table 1) however comments on the
quality of the reconstruction were common.

Object Percent Correct
Street sign 100%
Hand Pointing 100%
Toy cat 100%
Coke can 76.2%
Flavoured milk carton | 95.2%
Vegemite 95.2%

Table 1: Summary of participants’ ability to recognise
objects.

Many participants did not correctly identify the
coke can. Several participants suggested that it was
some sort of rectangular prism that had been textured
with coke-like textures. Omne participant suggested
that the coke can looked like a coke phone booth,
another that it looked like a coke machine, yet another
thought that it was a garbage can with coke signs on
it.

Due to the reconstruction the normally cylindrical
can has taken a box shape. Participants’ comments
suggest that some were using shape and size as a cue
for determining the object. Reconstructions that are
square, such as the carton of milk, were considered to
be faithful representations of the original object. This
coincides with the most common comment which was
that objects looked square. The shape is a direct re-
sult of the number of cameras used to perform the
reconstruction. The current reconstruction system
uses four cameras placed at equal distances around
the object to be reconstructed. Increasing the num-
ber of cameras will generate a reconstruction that is
closer to the original shape of the object. Increasing
the number of cameras will have two clear benefits:
objects will take a shape closer to their original form
and objects will not need to be as carefully placed in
the system in order for them to look reasonable.

Several participants pointed out that the objects
did not fit in with the background since the sun does
not light it up like it does with objects in the real
world. The same group of participants also com-
mented that the reconstructed objects didn’t cast
shadows.

Results from this task indicated that the majority
of objects were clearly recognisable. This is an en-
couraging result which means that common objects
located within the workplace make good props for the
god-like interaction metaphor because they are easily
identifiable even though not perfectly reconstructed.

4.2 Interpretation of Intent

The results of this task show that 100% of partic-
ipants identified that it was a hand pointing down
towards the ground. When asked what they thought
the intention of the action was the response was var-
ied, but the general consensus was that the hand was
pointing to something interesting and that the in-
tended meaning was to go and have a look at it. The
thumbs up was interpreted as an affirmation 100% of
the time and the finger waving gesture was interpre-
tive as a negative gesture 95.2% of the time with only
one person not understanding the intended meaning.

The results show that participants working indoors
can provide yes/no responses using just gestures and
without using audio. Performing a gesture indicating
an action appears to be more difficult as the gestures
seemed to be more open to interpretation than the
yes/no type gestures. Therefore it is necessary to
provide another cue such as audio to provide extra
information while performing complex gestures.

Positive and negative cues could be coupled with
an action in order to provide information about tasks
to be performed. Instructions can be given as a con-
catenation of a series of gestures, for example, action
+ positive or negative affirmation. One example is:
“g0 here” Spositive affirmation), “go here” (negative
affirmation) - implied meaning: “go here, but don’t
go here”.

4.3 Judging Distance

Figure 5 shows the 6 hands in order of closest to far-
thest according to participants’ responses. At an ac-
tual distance of 100m the smallest hand was guessed



to be at 28m, the medium hand at 23m and the largest
hand at 21m. At an actual distance of 50m the small-
est hand was guessed to be at 28m, the medium hand
at 17m and the largest hand at 13m. In order to assist
estimations, 18.2% of guesses involved a participant
moving from their initial location. On average this
was no more that 2 metres.

4.3.1 Size

The data indicates that participants predominantly
used size to determine distance. Looking at the or-
der that participants placed the hands (see Figure 5)
there is a clear progression from largest to smallest.
This is emphasised by the fact that participants in-
correctly guessed hand five (in Figure 5) to be further
away than two other hands that were actually further
away.

These results can be explained using depth estima-
tion studies such as those by Cutting (2002). Cutting
shows how depth perception is formed using nine cues
which are detected in a variety of ways. Having prior
knowledge of the size of an object is an important cue
needed to estimate the size of the object, and without
it this affects estimation accuracy, particularly at far
distances. Cutting describes how perception can be
divided into three regions, 0-2 metres, 2-30 metres,
and 30 onwards. From 30 metres onwards, knowl-
edge of the size of the object is one of the only cues
available, and so this explains why the estimation was
poor when the hand was located at 50 or 100 metres.

The implications for god-like interaction is that it
is not a good idea to adjust the scale of the hand dur-
ing interaction as it is likely to lead to confusion about
how far away it is. Users will apply their previous
experience and guess objects to be closer or further
away depending on the scaling applied. Scaling by
the outdoor user is unlikely to affect their perception.

Distance estimation was poor in general, for exam-
ple, with the hand at 100 metres participants were on
average 75 metres short. Since accurately determin-
ing distance would be useful for god-like interaction
in the future a range counter will be associated with
each object in the AR world to provide instantaneous
and accurate description of distance. However this
is unlikely to improve the perceived distance, as the
hand would not look any different.

4.3.2 Occlusion

Occlusion is a significant problem for outdoor AR sys-
tems. Many participants commented that the hand
was being rendered in front of an object, such as a
parked car, that was closer than what they thought
the hand was. But because the hand was rendered
in front of the object due to the video overlay they
felt it must actually be closer than the object. There-
fore participants often guessed the hand to be slightly
closer than the closest occluded object.

Livingston et al. (2003) conducted a user study to
determine the best approach for rendering occlusions.
Results indicated that a combination of wire+fill with
a decreasing opacity and decreasing intensity is as
good as, if not better than, using a ground plane.
Although the participants of the study were seated
indoors, the results are likely to be applicable to oc-
clusions in an outdoor AR context. We plan to use
a decreasing opacity technique such that as the dis-
tance between the observer and the hand increases
the opacity decreases. We will then test whether this
technique reduces the effect associated with occluded
objects.

Time to locate the hand
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Figure 7: Average times to locate the hand at: eye
level, 45 degrees, not displayed, incorrectly identified
as not being displayed.

4.3.3 Height

A number of participants indicated that the hand was
pointing down to a car. Therefore they thought that
the hand must be at about the same distance as the
car. This is not a case of occlusion as such but more
so that the participants related the distance of the
hand to a physical object that they thought the hand
might actually be pointing to. This has serious impli-
cations for the god-like interaction metaphor because
it is hard for users indoors to know if the hand seems
to be pointing to a physical object in between the
location that they are actually pointing to and the
location of the participant. Again this is a difficult
problem and it would be interesting to try fading the
hand the further away it gets so that users can at-
tempt to guess the distance based on the opacity of
the hand.

Participants used the height of the object some-
times to guess the distances - participants indicated
that if an object was higher they thought it was fur-
ther away. This appears to be supported by the re-
sults. The second and third hand in Figure 4 look
to be the same size, the only noticeable difference is
that the height of the two hands appears to be differ-
ent with respect to the AR ground plane. However
participants still managed to put the two hands in the
correct order. The second hand is closer to the ground
plane than the third hand indicating that participants
resolved the difference using the height information.

4.4 Locating Objects

On average it took participants 12.4 seconds to locate
an object at eye level, 14.5 seconds to locate an object
at 45 degrees up and 33.1 seconds to determine that
the hand was not being displayed (see Figure 7). The
hands that were mistakenly identified as not present
(6%) were determined as such on average in 26.4 sec-
onds. Since the average time to correctly determine
that a hand was not present was nearly 7 seconds
more, it is likely that the reason that these objects
were missed was due to insufficient time spent look-
ing for the objects and therefore the objects probably
never came into the field of view.

91.6% of objects missed were at 45 degrees. In
fact there was only one object at eye level that was
missed.

The hand located 45 degrees above the horizon
took more time to locate than objects at eye level.
This can be attributed to the vertical field of view of
the camera mounted on the HMD which is 23 de-
grees. Therefore a scan of the horizon would not
reveal objects that might otherwise be visible if no
HMD was being worn. Additionally participants gen-
erally scanned the horizon before searching the sky.



Participants commented that if the background
had similar colours to the hand then it was harder to
locate the object. Conversely participants indicated
that it was easier to locate objects if the contrast be-
tween the hand and the background image was high.
The factors that affect the contrast can be broken into
two categories:

1. Camera related

e The camera has a number of properties and
settings that can affect the contrast of the
hand against the real world background.
This includes exposure time, brightness,
and white balance. The most noticeable ef-
fect is caused by insufficient ambient light;
in this case significant colour loss is experi-
enced.

2. Real world related

e If participants are looking at a clear sky
then the hand becomes easy to locate, as
the background is mostly planar.

e If the background is colourful then it is more
difficult to locate the object

e During the evening when there is less light
the contrast is similar to the previously
mentioned camera effect where the back-
ground becomes rather dark. This implies
that deliberately increasing the contrast by
darkening the background should lead to
improved times to locate the hand.

While the goal of this task was to determine abil-
ity to locate objects not in immediate view without
other cues it is worth mentioning that other cues,
such as steering arrows that point to off screen ob-
jects, could be useful for assisting users in locating the
hand. However as the number of reconstructions in-
creases, distinguishing between arrows would become
increasingly difficult. Alternatively attention funnels
(Biocca et al., 2006) have been shown to be very ef-
fective for gaining users attention and guiding users
to virtual or real objects that have predefined spatial
coordinates assigned to them. It is possible that at-
tention funnels could be used to direct attention to
reconstructions produced by our system as each re-
construction has spatial coordinates defined in GPS
coordinates.

4.5 Comfort

The average response to the question, “How aware of
the technology were you?” was 3.9 (see Figure 8),
where 1 was “not at all” and 5 was “significantly”.
This question was aimed at identifying how conscious
people were of the fact that they were wearing the
outdoor AR system. Although the response to this
question indicates participants’ obvious awareness of
the system we predict that as the weight of future
backpack systems decrease, so will awareness of the
system. Therefore this result will be useful for future
comparisons.

The average response to the question: “How aware
of the weight of the technology were you”, was 3.0 (see
Figure 9), where 1 was “not at all” and 5 was “signif-
icantly”. This result suggests that overall awareness
of the technology was not predominantly caused by
the weight of the system and is therefore likely to be
more to do with the HMD. Future studies will break-
down the awareness further to include participants’
responses to awareness of the HMD.

The average response to the question: “Did you
find the field of view of the HMD adequate for the
task” was 3.2 (see Figure 10), where 1 was “not at all”
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Figure 8: Participants’ responses to awareness of
technology
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and 5 was “adequate”. This was higher than expected
and is an encouraging result as it suggests that many
participants found the field of view adequate for the
task. It would be useful in future to determine the
adequacy of the field of view for individual tasks.

The average response to the question: “Did you
find the back pack comfortable to wear” was 3.7 (see
Figure 11), where 1 was “not at all” and 5 was “com-
fortable”. Our results show that 25% of participants
found the belt designed pack back comfortable. This
is comparable to the result found by Cheok et al.
(2004) for their outdoor AR system.

There were four areas of the body that partici-
pants commonly identified as having obvious discom-
fort due to wearing the outdoor AR system: The neck,
the waist, the eyes and the back. The neck had an
average response of 2.4 (see Figure 12). During the lo-
cating objects task participants repeatedly looked up
45 degrees from the horizon in order to located the
hand. As mentioned in Section 3.5 the weight of the
helmet is 1.5kg combined with the actions performed
by the participants it is not surprising that the neck
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Figure 10: Participants’ responses to adequate field
of view
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Figure 11: Participants’ responses to comfort of the
system

3 4 5

Neck

;IUE

Figure 12: Participants’ responses to discomfort in
the neck.
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was the region with equal the most discomfort.

Participants also marked the waist as having the
same level of discomfort with an average response of
2.4 (see Figure 13). As the waist is the region carrying
the most weight this result is understandable.

Discomfort in the eyes had an average response of
2.3 (see Figure 14) this is likely to be a combination
of two factors. The first is some users’ sensitivity to
the display causing fatigue in the eye. The second
is the design of the helmet, participants who rated
discomfort in the eyes the highest also made com-
ments such as “my forehead was slightly compressed”,
“there was strong pressure on my forehead”. As the
eyes are the only part of the head that were on the
questionnaire it is possible that they received some
high scores for areas around the eye rather than the
eye itself. Future analysis of our backpack designs
will need to breakdown the discomfort experienced
on the head into smaller parts to better understand
discomfort experienced.

Discomfort in the back had an average response
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Figure 13: Participants’ responses to discomfort ex-
perienced in the waist.
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Figure 14: Participants’ responses to discomfort ex-
perienced in the eyes.
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Figure 15: Participants’ responses to discomfort ex-
perienced in the back.

of 2.1 (see Figure 15). Given the weight of the tech-
nology and the discomfort experience in participants’
waists and necks it is not surprising that a relatively
high level of discomfort was also experienced in par-
ticipants’ backs.

5 Conclusion and Future Work

There are a number of well known limitations in the
AR research field. It is important to understand the
effect these limitations have on our god-like interac-
tion metaphor. Depth perception is an important
cue for understanding the environment. Using the
pointing hand as a navigational aid will need to be
considered further as judging distance is an obvious
problem. Scaling of the hand by a user working in-
doors during interaction should be avoided as it leads
to confusion about perceived distance. Adding a dis-
tance counter and making the hand more transparent
the further it is away from a user is likely to assist in
reducing the effects of occlusion.

The quality of a reconstructed visual hull is typi-
cally limited by the number of cameras used to per-
form the reconstruction. The research in this paper
has shown that with only 4 cameras a reconstruction
is typically good enough to be identified by an out-
door user provided they are carefully place. Future
enhancements of the tabletop reconstruction system
will focus on increasing the number of cameras so that
physical props can be placed less formally.

The quality of the reconstructions also appear to
be sufficient for outdoor users to interpret simple
yes/no type hand gestures. However as the pointing
hand was interpreted to mean a number of different
things it is clear that other cues such as audio are nec-
essary to convey intended meaning of more complex
gestures.

This paper presents one of the few studies con-



ducted using an outdoor AR system. It is important
to test well know AR limitations in an outdoor AR
setting to determine if certain assumptions hold true.
This evaluation has highlighted practical information
about outdoor user experience of a subset of the god-
like interaction metaphor. Results of this study will
be used to make improvements to the current system.
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